## Imates:

* **[1]:** Michael Nielsen (2018), Xarxa neuronal de reconeixament d’imatges amb dígits: <http://neuralnetworksanddeeplearning.com/chap1.html>
* **[2]:** Michael nielsen (2018), Estructura de la xarxa neuronal (editada): <http://neuralnetworksanddeeplearning.com/chap1.html>
* **[3]: Presentitude (2016), The 4 important color models for presentation design:** [**http://presentitude.com/color-theory-part-iii/**](http://presentitude.com/color-theory-part-iii/)
* **[4], [5], [6]:** Wikipedia, Logic gates: <https://en.wikipedia.org/wiki/Logic_gate#Symbols>
* **[7]:** Joan Pau Condal Marco (2018), NN SVG (creat): <http://alexlenail.me/NN-SVG/index.html>
* **[8]:** Conner DiPaolo (2016), Perceptron (editada): <https://www.google.com/search?q=perceptron&source=lnms&tbm=isch&sa=X&ved=0ahUKEwiQtejbw6ffAhXIsaQKHV5pCqgQ_AUIECgD&biw=1366&bih=626#imgrc=fODsmeFK93WHRM>:, <https://github.com/cdipaolo/goml/commits/master/perceptron>
* **[9]:**
* **[10], [19]:** Joan Pau Condal Marco (2018), Captura de pantalla (Geogebra): <https://www.geogebra.org/graphing?lang=es>
* **[11]:** Wikipèdia User Sewaqu, Linear regression: <https://en.wikipedia.org/wiki/Linear_regression#/media/File:Linear_regression.svg>
* **[12]:**

## Webgrafia:

### Coursera:

* Neural networks and deep learning, [deeplearning.ai](https://www.deeplearning.ai/): <https://www.coursera.org/learn/neural-networks-deep-learning>
* Machine Learning, Stanford university: [https://www.coursera.org/learn/machine-learningç](https://www.coursera.org/learn/machine-learning%C3%A7)

### YouTube:

* El algoritmo de YouTube YA NO EXISTE | Redes Neuronales, QuantumFracture: <https://youtu.be/JBZx03342eM>
* My first machine learning game, jabrils: <https://www.youtube.com/playlist?list=PL0nQ4vmdWaA0mzW4zPffYnaRzzO7ZqDZ0>
* Neural Networks, 3blue1brown: <https://www.youtube.com/playlist?list=PLZHQObOWTQDNU6R1_67000Dx_ZCJB-3pi>
* Essence of calculus, 3blue1brown: <https://www.youtube.com/playlist?list=PLZHQObOWTQDMsr9K-rj53DwVRMYO3t5Yr>
* Neural networks - The nature of code, Daniel Shiffman (The coding train): <https://www.youtube.com/playlist?list=PLRqwX-V7Uu6aCibgK1PTWWu9by6XFdCfh>
* TensorFlow.js - Intelligence and Learning, Daniel Shiffman (The Coding Train): <https://www.youtube.com/playlist?list=PLRqwX-V7Uu6YIeVA3dNxbR9PYj4wV31oQ>
* TensorFlow.js - Color classifier, Daniel Shiffman (The Coding Train): <https://www.youtube.com/playlist?list=PLRqwX-V7Uu6bmMRCIoTi72aNWHo7epX4L>

### Wikipèdia:

* Artificial Neural Network, Wikipedia, consultat el mes de juliol: <https://en.wikipedia.org/wiki/Artificial_neural_network>
* Linear classifier, Wikipèdia, consultat el mes de juliol: <https://en.wikipedia.org/wiki/Linear_classifier>
* Linear regression, wikipèdia, consultat el mes de juliol: <https://en.wikipedia.org/wiki/Linear_regression>
* Perceptron, Wikipèdia, consultat el mes de juliol: <https://en.wikipedia.org/wiki/Perceptron>
* High Threshold logic, Wikipèdia, consultat el mes de juliol: <https://en.wikipedia.org/wiki/High_Threshold_Logic>
* Types of artificial neural network, Wikipèdia, consultat el mes de juliol: <https://en.wikipedia.org/wiki/Types_of_artificial_neural_networks>
* Hebbian Theory, Wikipedia, consultat el mes de juliol: <https://en.wikipedia.org/wiki/Hebbian_theory>
* Brain, Wikipedia, consultat el mes de juliol: <https://en.wikipedia.org/wiki/Brain>
* Sigmoid function, Wikipèdia, consultat el mes d’agost: <https://en.wikipedia.org/wiki/Sigmoid_function>
* Matrix (mathematics), Wikipèdia, consultat el mes d’agost: <https://en.wikipedia.org/wiki/Matrix_(mathematics)>
* Heaviside step function, Wikipèdia, consultat el mes d’agost: <https://en.wikipedia.org/wiki/Heaviside_step_function>
* Supervised learning, wikipèdia, consultat el mes d’agost: <https://en.wikipedia.org/wiki/Supervised_learning>
* Backpropagation, Wikipèdia, consultat el mes d’agost: <https://en.wikipedia.org/wiki/Backpropagation>
* Multilayer perceptron, Wikipèdia, consultat el mes d’agost: <https://en.wikipedia.org/wiki/Multilayer_perceptron>
* History of artificial intelligence, Wikipèdia, consultat el mes d’agost: <https://en.wikipedia.org/wiki/History_of_artificial_intelligence>
* AI winter, Wikipèdia, consultat el mes d’agost: <https://en.wikipedia.org/wiki/AI_winter>
* Unsupervised learning, Wikipèdia, consultat el mes d’agost: <https://en.wikipedia.org/wiki/Unsupervised_learning>
* Deep learning, Wikipèdia, consultat el mes d’agost: <https://en.wikipedia.org/wiki/Deep_learning>
* Google Assistant, Wikipèdia, consultat el mes d’agost: <https://en.wikipedia.org/wiki/Google_Assistant>

### W3schools:

* How to create a collapsible, consultat el mes d’octubre: <https://www.w3schools.com/howto/howto_js_collapsible.asp>
* On Scroll header, consultat el mes d’octubre: <https://www.w3schools.com/howto/howto_js_sticky_header.asp>

### Altres:

* TensorFlow.js, Google, consultat el mes de juliol: <https://js.tensorflow.org/>
* Neural networks and deep learning, consultat el mes de juliol: <http://neuralnetworksanddeeplearning.com/>
* NN.svg, consultat el mes d’agost: <http://alexlenail.me/NN-SVG/index.html>
* GitHub, consultat el mes de juliol: <https://github.com/>
* StackOverflow, consultat el mes de juliol: [https://stackoverflow.com](https://stackoverflow.com/questions/8751020/how-to-get-a-pixels-x-y-coordinate-color-from-an-image)
* Nvidia, consultat el mes d’agost: <https://www.nvidia.com/en-us/research/machine-learning-artificial-intelligence/>
* Siri, google search, consultat el mes d’agost: <https://www.google.es/search?q=siri&oq=siri&aqs=chrome..69i57j0j69i59j0l2j69i60.620j0j4&sourceid=chrome&ie=UTF-8>
* Google Assistant, Google, consultat el mes d’agost: <https://assistant.google.com/>
* Neural Networks, consultat el mes d’agost: <http://ml4a.github.io/ml4a/neural_networks/>
* Loss function, consultat el mes d’octubre: <https://ml-cheatsheet.readthedocs.io/en/latest/loss_functions.html>